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A B S T R A C T

Conversational video data are widely used to analyze social interaction patterns in various fields, such as social-
emotional learning. However, current video processing technologies for social and emotional analysis lack
unified feature extraction from video data and video overlays for feature visualization. This paper introduces
FT Xtraction to address such limitations. For unified feature extraction, FT Xtraction extracts key base features,
such as facial emotion, facial landmarks, and pose keypoints, which are then used to extract derived features
such as emotion entropy/synchronicity, pose synchronicity, and physical activeness. FT Xtraction supports
video overlay-based feature visualization that allows researchers to examine video data along with extracted
features.
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. Motivation and significance

Video-based human behavior analysis has been used in a variety
f applications, including sports coaching [1], security [2], gait detec-
ion [3,4], gesture detection [5] and education [6]. Furthermore, ad-
ances in machine learning and deep learning have enabled researchers
o use video analysis for complex inference, such as detecting nuances
hat are known to be difficult to predict automatically. With the ad-
ancement of object detection technology [7] and context capturing [8]
echnology, video data analysis has been used in melancholia detec-
ion [9], biometric application by gait [10,11] emotion recognition of
roup [12], rapport detection [13] and conversation coaching [14].
nother important application is social signal processing, which recog-
izes human social signals and behaviors like turn-taking, politeness,
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and disagreement [15]. Social signal processing based on conversa-
tional data will enable a variety of applications, e.g., social-emotional
learning (SEL) for children.

According to the framework first proposed by CASEL [16], SEL
skills are composed of five core competencies: self-awareness, self-
management, social awareness, relationship skills, and responsible
decision-making [17], which include social interactions with others.
There have been studies in which video feedback has been used to
practice social-emotional learning and social skill training [18]. Mainly
it is analyzed by an external coder [19] or the user watches the video
and performs direct self-modeling [20] rather than automated video
analysis. The literature around the video interaction guidance (VIG)
framework provides evidence of how guided, post hoc reflection of
vailable online 24 July 2024
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Fig. 1. User Flow - the users can process the video by the order of (1) Feature extraction (2) Select features (3) Process the Video (4) Start Visualization (5) Select Features to
Visualize as marked in the figure. An additional guide for users is provided.

micro-moments, selected from video clips of everyday activities, can
promote social skills learning [21]. VIG is an intervention where the
clients are guided to reflect on video clips of their successful interaction
in family activity [22]. This has traditionally been done by intervening
human agents to detect situations where interaction is going well or
not going well.

There is a growing trend to conduct research using automatic video
analysis for simple metrics, such as coding social attention through
gaze detection [23], interpreting body language [24], supporting facial
emotion recognition [25] and detecting classroom engagement [26,27]
among studies for child development. To conduct video analysis re-
search for SEL, it is necessary to extract multiple features related to
emotions and behaviors broadly from the video where multiple people
appear. To support the conversational video data analysis of human
behavior and emotion, researchers developed analytic tools, such as
Noldus Observer XT [28], OpenSense [29] and ConAn [30]. Existing
tools provide a GUI and visualization of extracted basic features such as
facial emotion recognition and pose detection. However, the tools are
specific purpose-oriented programs in which researchers can only use
basic features embedded in the software. If the researcher should infer
complex metrics for SEL research by composing social and emotional
features, they should calculate it externally.

This leads us to propose FT Xtraction, a flexible software that
supports conversational analysis for researchers in processing video
data, analyzing the processed data, visualizing the data through charts
and video overlays, and creating their custom features. Researchers will
be able to use this software through a web browser after some initial
setup.

FT Xtraction can be used for a multitude of behavioral and emo-
tional analysis tasks. In addition to multi-people pose detection and
facial emotion recognition, it calculates additional derived features
such as emotion synchronicity and pose synchronicity within the peo-
ple, lip distance, and gaze direction. These are important metrics that
are used by social cues in social signal processing and social-emotional
learning. Emotion synchronicity and pose synchronicity help to deter-
mine the degree of partner mimicry [31], which is widely believed
to have a social function. The lip distance between people can be
used to estimate interpersonal distance, which is influenced by the
quality of the relationships between individuals. These derived features
demonstrate its utility via SEL. We expect this tool that promotes the
use of complex automatic video analysis, including pose and emotion
synchronicity, can help develop new technology and conduct research
with more quantitative and objective data in this research field.

2. Software description

2.1. FT Xtraction overview

FT Xtraction offers a web service that allows users to upload,
process, and analyze social interaction videos. After setting up the
system, the user must first process their video data on the extraction
page, after which they can analyze their data on the video analysis
page. The overall flow to utilize this software is described in Fig. 1.
Detailed views of feature extraction and video analysis are in Figs. 2
and 3

The extraction page is where the users must first go in order to
process their video data and extract features (see Fig. 2). The video
extraction process is visualized in Fig. 4. After initialization (which
involves selecting which features you want to process), the base fea-
tures are extracted from every frame. Then, for every 𝑛 frame (i.e., a
window size of 𝑛), the derived features are extracted from the base
features and recorded in a CSV file. When they click ‘‘Create CSVs for
selected videos’’, it will show a progress message about the time left for
completion. All the extracted data is saved in comma-separated value
(CSV) files.

After processing the video data, the users can then analyze their
videos on the video analysis page as shown in Fig. 3. The video overlays
allow users to visualize certain features frame by frame. By selecting
multiple overlays they can visualize multiple features at once. The
inbuilt overlays are: (1) ‘‘Person Identification’’ - this draws bounding
boxes around the faces of recognized people and displays their names
as well; (2) ‘‘Emotion Recognition’’ - this displays the seven classes of
emotions by a person; and (3) ‘‘Pose Detection’’ - this draws the pose
keypoints and pose skeleton of each person.

The significant moments highlight moments of importance in the
video along the video progress bar (in the image these are the green
bars on the video progress bar). The only inbuilt significant moment is
‘‘Interactions Detected’’ - this displays moments where people interact
with each other. Users can add their own significant moments by
following the instructions in the software manual.

Lastly we have the feature graphs, which list the features extracted
for the selected video; only one can be selected at a time. When a
certain feature is selected, the appropriate sub-categories and data are
displayed in the section below the video progress bar. Users can choose
which sub-categories to see in case they want to focus on a certain
person or selection of people.
2
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Fig. 2. The feature extraction page; here users can process their video data.

Fig. 3. The video analysis page: users can analyze their videos and the extracted features here.

2.2. FT Xtraction implementation architecture

FT Xtraction is based on client–server architecture. The server han-
dles feature extraction and video overlay image generation, whereas
the client offers a web-based user interface and data visualization. FT
Xtraction was implemented using Python, HTML, JavaScript, and CSS.
Python was chosen as the language used to handle the backend due to
the plethora of available data science and machine learning libraries.

The server was implemented using FastAPI [32]. FastAPI is a mod-
ern web framework used to build APIs with Python. It is well known
for both its high performance and ease of working with, allowing
developers to create APIs extremely quickly. FastAPI was chosen over
other frameworks, such as Django [33] and Flask [34], because of
such benefits. The client-side code was implemented using HTML,
JavaScript, and CSS. All requests made from the server to the client
were handled using Starlette responses. All requests made from the
client to the server were handled using the Fetch API for Javascript.

2.3. Feature extraction details

We consider base features: facial emotions, facial landmarks, pose
keypoints, and person matching. These base features are then used
to calculate the following derived features: total expressed emotions,
emotion entropy, emotion synchronicity, lip distance, gaze direction,
pose synchronicity, and physical activeness.

2.3.1. Base feature extraction
Facial Emotions: To extract facial emotions, we use a pretrained

model [35], which claimed to have achieved a 73.11% performance
on the FER2013 dataset [36] and a 94.64% on the CK+ dataset [37].
Though several other facial emotion recognition models exist, we chose
this model since it performed well during preliminary evaluation while
having a relatively small model size and the higher speed of processing,
and could easily be downloaded with code (which minimizes the
manual setup users have to do). This model is based on the VGG19
architecture and was trained on the FER2013 dataset. This model clas-
sifies the displayed emotion into one of seven unit emotions (i.e., anger,
3
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Fig. 4. An overview of the feature extraction process.

disgust, fear, happiness, sadness, surprise, and neutral) and returns an
integer ranging from 0 to 6, signifying the index of the recognized
emotion. In this software, the extracted emotions are stored in an 𝑛× 7
array, where n is the number of frames and 7 refers to the number of
emotions.

Facial Landmarks: To detect facial landmarks, the FaceMesh model
from Google’s MediaPipe library was used [38,39]. One of the key
reasons we chose this model was that it outputs a comparatively larger
amount of facial landmarks. This allows users more freedom when
creating their own features without having to use a separate model.
Furthermore, as stated before, this model has a relatively low IOD-MAD
(Interocular Distance, Mean Absolute Distance) error rate of 3.96% [39]
and is reasonably lightweight, which allows for reduced processing
times. This model detects 468 facial landmarks, each with their own
x, y, and z coordinates. As such, in this software, the facial landmarks
of each person are stored in an 𝑛×468×3 array, where n is the number
of frames, 468 refers to the number of facial landmarks, and 3 refers to
x, y, and z coordinates per landmark. This model is based on the Single
Shot Detector architecture and was trained by Google on a custom
dataset.

Pose Keypoints: To extract pose keypoints, Multipose Movenet from
Tensorflow was used [40]. This model detects the pose keypoints of up
to six people in a given image. We chose this model over other multi-
pose models primarily due to its high OKS (Object Keypoint Similarity)
score on the Active Person Image (0.840) as mentioned in model details
of Multipose Movenet [40] which aligns with the intended use of our
software such as social activity. Furthermore, this model is relatively
fast and is easily accessible (this allows us to automate the model
download process which minimizes the amount of setup the user does).
For each person, this model outputs 17 keypoints, each with its own 𝑥
and 𝑦 coordinates, the bounding box of the detected person, and scores
for each of the keypoints and the person as a whole. In this software, the
keypoints of each person are stored in an 𝑛×17×2 array, where n is the
number of frames, 17 refers to the number of keypoints, and 2 refers to
the coordinates per keypoint. This model uses a ‘‘MobileNetV2 image
feature extractor with Feature Pyramid Network decoder followed by
CenterNet prediction heads with custom post-processing logics’’ and is
trained on both the COCO Keypoint Dataset Training Set 2017 and an
active dataset training set. The second dataset consists of several images
taken from YouTube fitness videos.

Person Matching : To match the extracted data to the correct person,
we used face recognition; we would extract facial encodings from each
person prior to feature extraction and then match these known encod-
ings to the unknown encodings obtained during feature extraction. In
order to do all of this, we opted to use the face-recognition library [41].
This library claims to have achieved an accuracy of 99.38% on the
Labeled Faces in the Wild benchmark (this is a public benchmark used
for face verification and recognition) [42], and several papers have
used this library [43–45]. Also this library requires no separate models
to be downloaded and has several utility functions related to facial
recognition that users can be used in when making their own features;
as such we have decided to use this library. The models used from this
library use the dlib’s shape predictor, which is based on ‘‘Ensemble
of Regression Trees’’ and is trained on the dlib 5-point face landmark
dataset.We compared it with other popular face recognition libraries
such as ‘‘deepface’’, but found that the chosen face-recognition worked
with the best accuracy for our uses through a manual video coding done
by researchers.

2.3.2. Derived features
These derived features are only calculated after n frames.1 This is

because the Emotion Entropy, Lip Distance, and Activeness features
require more than one frame to be calculated.

Total Expressed Emotions: The expressed emotions for person 𝑖, de-
noted as 𝑇𝐸𝐸𝑖, is the vector containing all the emotions (7 basic
emotions) displayed by person 𝑖 over 𝑛 frames. This is calculated by
simply adding all the values for one emotion, denoted as 𝑒𝑖𝑗 where 𝑗
is between 0 and 6 (representing the 7 basic emotions), over all the
frames in the base extracted emotions for person 𝑖, denoted as 𝐵𝐸𝐸𝑖,
for each basic expressed emotion:

𝑇𝐸𝐸𝑖 = [𝑒𝑖0, 𝑒𝑖1,… , 𝑒𝑖6] (1)

𝑒𝑖𝑗 =
𝑛−1
∑

𝑘=0
𝐵𝐸𝐸𝑖[𝑘][𝑗] (2)

1 This variable will be used throughout this section. The default value 𝑛 = 10
in the implementation.
4
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Fig. 5. This figure displays what is counted as a detected gaze.

Emotion Entropy : The emotion entropy of person i over 𝑛 frames,
denoted by 𝐸𝐸𝑛𝑡𝑖, is calculated by applying Shannon’s entropy [46]
to a person’s Total Expressed Emotions vector, 𝑇𝐸𝐸𝑖.

𝐸𝐸𝑛𝑡𝑖 = −
6
∑

𝑗=0
𝑝(𝑇𝐸𝐸𝑖[𝑗]) ⋅ 𝑙𝑜𝑔7(𝑝(𝑇𝐸𝐸𝑖[𝑗]) + 𝜀) (3)

𝑝(𝑇𝐸𝐸𝑖[𝑗]) =
𝑇𝐸𝐸𝑖[𝑗]

∑6
𝑘=0 𝑇𝐸𝐸𝑖[𝑘]

(4)

where 𝜀 is an arbitrarily small value to avoid errors when encountering
log(0).

Emotion Synchronicity : The emotion synchronicity between person 𝑖
nd person 𝑗 over 𝑛 frames, denoted by 𝐸𝑆𝑦𝑛𝑐𝑖𝑗 , is calculated by taking

the Euclidean distance between the Total Expressed Emotions vectors
of person 𝑖 and person 𝑗, which are 𝑇𝐸𝐸𝑖 and 𝑇𝐸𝐸𝑗 respectively.

𝑆𝑦𝑛𝑐𝑖𝑗 =

√

√

√

√

6
∑

𝑘=0
(𝑇𝐸𝐸𝑖[𝑘] − 𝑇𝐸𝐸𝑗 [𝑘])2 (5)

Lip Distance: The average change in lip distance of person 𝑖 over
𝑛 frames, denoted by 𝐿𝐷𝑖, is calculated by first taking the average
distance between the facial landmarks in the upper and lower lips,
denoted by 𝑈𝐿𝑖 and 𝐿𝐿𝑖 respectively, for each of the 𝑛 frames. For
clarity, let the number of landmarks in the set 𝐿𝐿𝑖 be denoted as 𝑚𝑈 ,
and the number of landmarks in the set 𝑈𝐿𝑖 be denoted as 𝑚𝐿. Let
this average distance be denoted as 𝐹𝑟𝑎𝑚𝑒𝐿𝐷𝑖𝑚, where 𝑚 is the frame
number, ranging from 0 to 𝑛 − 1. Lastly, the average of the absolute
value of the differences in the lip distances is taken.

𝐿𝐷𝑖 =

∑𝑛−2
𝑗=0 |𝐹𝑟𝑎𝑚𝑒𝐿𝐷𝑖𝑗 − 𝐹𝑟𝑎𝑚𝑒𝐿𝐷𝑖(𝑗+1)|

𝑛 − 1
(6)

𝐹𝑟𝑎𝑚𝑒𝐿𝐷𝑖𝑗 =
∑𝑚𝑈−1

𝑘=0 𝐿𝐿𝑖[𝑗][𝑘]
𝑚𝑈

−
∑𝑚𝐿−1

𝑘=0 𝑈𝐿𝑖[𝑗][𝑘]
𝑚𝐿

(7)

Social Gaze Detection: Social gaze is detected when the gaze of one
person intersects the facial bounding box of another person, as detailed
in Fig. 5. The gaze direction of a person is approximated as the line
perpendicular to the line connecting the chin and forehead landmarks,
as shown in Fig. 6. For clarity, the chin and forehead landmarks are

denoted as 𝑐ℎ𝑖𝑛_𝑘𝑝 and 𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑_𝑘𝑝, respectively, in the figure. This
figure also defines several variables used to determine if a gaze is
detected or not. Social gaze detection is done in the following steps.
First we define 𝑔𝑎𝑧𝑒_𝑙𝑖𝑛𝑒 = 𝑚𝑔𝑎𝑧𝑒𝑥 + 𝑏 for some arbitrary 𝑏, where
𝑚𝑔𝑎𝑧𝑒 = 𝑥𝑐ℎ−𝑥𝑓ℎ

𝑦𝑓ℎ−𝑦𝑐ℎ+𝜀
. 𝜀 is 0 unless 𝑦𝑓ℎ − 𝑦𝑐ℎ is 0, in which case it is an

arbitrarily small value. 𝜀 must be variable in order to avoid division
by 0; if 𝜀 is static, then division by 0 is possible since 𝑦𝑓ℎ − 𝑦𝑐ℎ can be
any real number. Next, we project the gaze line of one person onto the
closest vertical line originating from the other person’s facial bounding
box and calculate the 𝑦-coordinate of the projection; 𝑦𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑒𝑑 = 𝑦𝑜 +
𝛥𝑥 ⋅ 𝑚𝑔𝑎𝑧𝑒. 𝛥𝑥 = 𝑥𝑙𝑜𝑤𝑒𝑟 − 𝑥𝑜 if the subject is facing the right; else
𝛥𝑥 = 𝑥𝑢𝑝𝑝𝑒𝑟 − 𝑥𝑜. If 𝑥𝑜 >

𝑥𝑓ℎ+𝑥𝑐ℎ
2 , then the subject is considered to be

facing left; otherwise, they are considered to be facing right. Finally, if
𝑦𝑙𝑜𝑤𝑒𝑟 < 𝑦𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑒𝑑 < 𝑦𝑢𝑝𝑝𝑒𝑟, then a gaze is said to be detected; otherwise
a gaze is not detected.

People Proximities: The proximity between person 𝑖 and person 𝑗 over
𝑛 frames, denoted 𝑃𝑃𝑖𝑗, is calculated by taking the average distance
between the 17 pose keypoints of person 𝑖 and person 𝑗, denoted by
𝑃𝐾𝑃𝑖 and 𝑃𝐾𝑃𝑗 respectively, over the 𝑛 frames.

𝑃𝑃𝑖𝑗 =

∑𝑛−1
𝑘1=0

∑16
𝑘2=0

√

𝑑𝑖𝑓 (𝑘1, 𝑘2, 0)2 + 𝑑𝑖𝑓 (𝑘1, 𝑘2, 1)2

𝑛
(8)

𝑑𝑖𝑓 (𝑘1, 𝑘2, 𝑙) = 𝑃𝐾𝑃𝑖[𝑘1][𝑘2][𝑙] − 𝑃𝐾𝑃𝑗 [𝑘1][𝑘2][𝑙] (9)

The function 𝑑𝑖𝑓 calculates the difference between two coordinates
of a given keypoint at a given frame of two people.

Pose Synchronicity : The pose synchronicity between person 𝑖 and
person 𝑗 over 𝑛 frames, denoted by 𝑃𝑆𝑖𝑗, is calculated by taking the
average Euclidean distance between the 8 pose angles of person 𝑖 and
person 𝑗, denoted by 𝑃𝐴𝑖 and 𝑃𝐴𝑗 respectively. The pose angles are
calculated by using the dot product of the 10 vectors connecting select
keypoints of each person’s pose skeleton, denoted by 𝑣𝑖 and 𝑣𝑗 for
person 𝑖 and person 𝑗 respectively; the resultant angles are the only
extractable angles using the given pose detection model. The pose
angles and connecting vectors are detailed in Fig. 7; the pose angles
are in blue, and the connecting vectors are in green.

𝑃𝑆𝑖𝑗 =

√

√

√

√

7
∑

𝑘=0
(𝑃𝐴𝑖[𝑘] − 𝑃𝐴𝑗 [𝑘])2 (10)

𝑃𝐴[𝑗] = 𝑎𝑟𝑐𝑐𝑜𝑠(
𝑣𝑗1 ⋅ 𝑣𝑗2

|𝑣𝑗1||𝑣𝑗2| + 𝜀
) (11)

Here 𝑗1 and 𝑗2 are integers ranging from 0 to 9, indicating the
specific vector used for a given angle calculation. 𝜀 is an arbitrarily
small value to avoid division by 0.

Physical Activeness: The activeness of person 𝑖 over 𝑛 frames, denoted
by 𝐴𝐶𝑖, is calculated by taking the average of the differences between
the Euclidean distances of the pose keypoints of person 𝑖, denoted
by 𝑃𝐾𝑃𝑖 between each frame. Here, the function 𝑑𝑖𝑓 calculates the
difference between two coordinates of a given keypoint at a given
frame.

𝐴𝐶𝑖 =

∑𝑛−2
𝑗=0

∑16
𝑘=0

√

𝑑𝑖𝑓 (𝑗, 𝑘, 0)2 + 𝑑𝑖𝑓 (𝑗, 𝑘, 1)2

𝑛 − 1
(12)

𝑑𝑖𝑓 (𝑗, 𝑘, 𝑙) = 𝑃𝐾𝑃𝑖[𝑗][𝑘][𝑙] − 𝑃𝐾𝑃𝑖[𝑗][𝑘 + 1][𝑙] (13)

2.4. Analysis of the software

2.4.1. Software speed
To employ this program in real-world scenarios, we recorded 12

videos and used FT-Xtraction to extract various features for a prelim-
inary analysis. The videos used for this analysis featured three seated
individuals, each comprising different people. The hardware configura-
tion utilized for this analysis was an Apple Silicon M1 Max processor,
5

supported by 32 GB of RAM. The average length of these videos was
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Fig. 6. This figure displays the values used to calculate whether a social gaze is detected or not.

Fig. 7. This figure displays the pose angles, as well as the connecting vectors used to
form them, that are used to calculate the pose synchronicity. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)

about 25 min, and when analyzed at a rate of one frame every 20 s, the
total analysis time averaged 5 min. We confirmed that each frame took
approximately 4 s to process, and through appropriate frame skipping
and keyframe settings, we were able to achieve a sufficient speed for
practical social and emotional video analysis.

2.4.2. Software performance
For the core models for base features which are facial emotion

recognition and facial recognition, we ran the testing with the bench-
mark dataset. Also, the process of calculating the derived features is
theoretically analyzed with the time complexity.

Facial Emotion Recognition: To test this model, we used the CK+
ataset as found in Kaggle [37]; the whole dataset was used for testing.
s such we simply ran all the data through the model and stored all the
esults. After this, we used the data to calculate the above metrics using
he scikit-learn library. As a result, the overall accuracy is 0.737.
Facial Recognition: To test this model, we use the Labeled Faces in

he Wild test dataset [42]. We combined both the match and mismatch
est datasets to create a larger test dataset. We simply ran all the data
hrough the model and stored all the results. After this, we used the
ata to calculate the above metrics using the scikit-learn library. As a

Time Complexity: The time complexities of calculating the derived
features with respect to the amount of frames 𝑛 and amount of people
𝑚 are as follows:

• Total Expressed Emotions: 𝑂(nm)
• Emotion Entropy: 𝑂(m)
• Emotion Synchronicity: 𝑂(m2)
• Lip Distance: 𝑂(nm)
• Social Gaze Detection: 𝑂(nm2)
• People Proximities: 𝑂(nm2)
• Pose Synchronicity: 𝑂(nm2)
• Physical Activeness: 𝑂(nm)

2.5. Visualization: video playing and overlays

Our HTML-based web page provides a fully functional inbuilt video
player, accessible via the video tag, which can be used to easily play
videos. To play the video by generating frames on the server side, the
frames are encoded on the server side and decoded back into images on
the client side. Since the client is now just receiving a stream of images
instead of playing a video, it has no access to the current position of
the video. This necessitates periodic communication between the server
and the client in order to update the video progress. These updates
were implemented using the Fetch API; a request from the client side
is periodically sent to the server for the metadata of the current frame.
This information is then sent back to the client and reflected on the
progress bar. Whenever the video is paused, the update requests are
also paused to avoid sending unnecessary requests.

3. Illustrative examples

As mentioned in Section 1, this software can be utilized to analyze
the behavior and emotions of a child and their parents to support
social-emotional learning. For example, by analyzing recorded videos
of family interactions during meals, FT-Xtraction can quantify and
visualize the dynamics of family interactions, providing children with
opportunities for reflection on these conversations. A scenario for using
this software would be as follows. After uploading the requisite files to
the appropriate directories, we first move to the ‘‘Feature Extraction’’
page. In this example, we are interested in extracting the ‘‘Emotion En-
tropy’’, ‘‘Emotion Synchronicity’’, and ‘‘Interaction Features’’, as well as
the significant moment ‘‘Interaction Detected’’; as such, we select those
and request the software to extract the data and make the necessary
CSV files. After extraction is finished, we move to the ‘‘Video Analysis
Page’’, where we use the video overlays to view the emotions expressed
in each frame, the significant moments to see at which points the indi-
viduals are interacting, and the feature graphs to analyze the emotional
entropy of the examinee. These derived features are specifically tai-
lored to concentrate on the social-emotional dynamics observed within
family activities. Moreover, users are empowered to develop both
visualization and intervention tools aimed at fostering social-emotional
learning with more interpretability than existing deep-learning model,
by utilizing videos capturing family interactions. This software serves as
a practical solution for visualizing derived features, debugging errors,
6

esult, the overall accuracy is as high as 0.975. and seamlessly implementing new model modifications.
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4. Impact

FT Xtraction, as illustrated in the software description, enables users
to process and analyze video data of human behavior and emotions
using either inbuilt features or their own custom features, which is
a feature that other softwares does not possess. Additionally, during
video analysis, this software allows users to visualize certain features
in real time while also viewing the graphical representations of the
previously extracted features. Previously, users would either have to
create their own software or use currently existing softwares which
were specific to their task in order to process their video data. With FT
Xtraction, however, users simply need to create their own features and
add it to the software before using it. This means that FT Xtraction can
be used to process video data for not only various behavioral analysis
tasks, but also for any task in general that solely relies on video data.
Furthermore, due to addition of the video overlays in the video analysis
page, FT Xtraction can be used as a debugging tool for machine learning
models that extract features from video data, as researchers can easily
determine if the extracted features match up with the content of the
video.

5. Conclusions

This paper introduced FT Xtraction which aids researchers in ex-
tracting and analyzing various behavioral features from video data.
FT Xtraction excels in multifaceted behavioral and emotional anal-
ysis tasks, including multi-people pose detection and facial emotion
recognition. It calculates additional derived features such as emotion
synchronicity and poses synchronicity among individuals, lip distance,
and gaze direction—key metrics for interpreting social cues in social
signal processing and social-emotional learning (SEL). These advanced
features underscore FT Xtraction’s main contribution to advancing SEL
by facilitating the detailed analysis of social interactions. We expect
that supporting feature extraction and visualization will greatly help
researchers facilitate video-based behavior analysis tasks in various
fields. Furthermore, FT Xtraction will open up an avenue to the creation
of a more general tool to process and analyze video data for various
purposes. Looking ahead, future developments could focus on offering
more features related to social and emotional analysis such as social
gesture detection. This advancement will not only refine the accuracy
of behavioral assessments but also expand the scope of applicable
research areas in social sentiment analysis and beyond. FT Xtraction
supports researchers in fluently utilizing various features to assess the
social nuances of video content or to employ them in experiments.
This flexibility enhances the tool’s utility in a wide range of behavioral
studies, providing researchers with robust, quantitative data that are
crucial for developing deeper insights into social dynamics.
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